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PREPARED REBUTTAL TESTIMONY OF
DANIEL S. BAERMAN
ON BEHALF OF SDG&E

. INTRODUCTION

On December 16, 2011, the Division of Ratepayer Advocates (“DRA”) submitted its
report on San Diego Gas & Electric Company’s (“SDG&E’s”) 2010 Energy Resource Recovery
Account (“ERRA”) compliance review Application (“A.”) 11-06-003. The purpose of my
rebuttal testimony is to address the conclusions and recommendations in Chapter 5, Utility
Retained Generation (“URG”), of DRA’s Report. Specifically, my rebuttal will:

e provide a justification of SDG&E’s URG outages and internal controls during
2010; and

o refute DRA’s assertion that SDG&E declined to provide full and complete
responses to DRA discovery regarding URG outages.

According to its Report, DRA reviewed and verified SDG&E’s prudent management of
its electric generating assets. Specifically, DRA reviewed various plant outages, both scheduled
and forced, “to ensure that ratepayers do not suffer any economic losses due to any unreasonable
URG management errors or omissions.” “DRA also reviewed SDG&E’s internal audit program
for its URG facilities.”” Based on this review, DRA “found no evidence that SDG&E’s
management of its URG was unreasonable.”® DRA also reported that it had “no objection at this
time to the SDG&E’s request for ERRA recovery for its URG fuel expenses.”

DRA'’s conclusions are consistent with how SDG&E’s outage record compares to
industry averages. In particular, an informative indicator of how competently an electric
generation site is being run is to compare its forced outage rate and availability to the industry
average. The forced outage rate shows the hours of unit failure as a percentage of the total hours
of the availability of that unit. Availability simply expresses, as a percentage, the amount of time
a unit is available for any given period of time. A lower forced outage rate is better and a higher

! DRA Report at p. 5-1.
> DRA Report at p. 5-1.
® DRA Report at p. 5-1.

“DRA Report at p. 5-1.
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availability is better. For example, in 2010, SDG&E’s Palomar Energy Center achieved a forced
outage rate of 1.5% compared to an industry average of 5.04%.> The Palomar Energy Center’s
2010 availability was 94.1% compared to an industry average of 89.55%.° The Miramar Energy
Facility (“MEF”) peaker plant achieved an average availability of 94.7% and a combined forced
outage factor of 3.1%. The forced outage factor is a ratio of forced outage hours and period
hours expressed as a percentage. These performance metrics provide evidence of a well-run
operation.

Contrary to this record and its own conclusions, however, DRA goes on to generally
claim later in its Report that “SDG&E Did Not Justify Its Outages” and “provided no

explanation or justification for their occurrence.”

These latter statements are inexplicable
because in addition to being contrary to DRA’s own conclusions, in fact, SDG&E provided
substantial information on outages in response to the following DRA data requests®:
e DRA’s Master Data Request (“MDR”) questions 1.1.14.1 through 1.1.14.19,
1.1.15,1.1.17;
e DR-05-questions 5.1.1.1 through 5.1.1.9,5.1.2.4,5.1.2.5,5.1.2.6, 5.1.2.7; and
e DR-07 - questions 7.1.1 and 7.1.3.

DRA ignored these data requests and responses when it stated that “(g)iven the paucity of
information SDG&E provided for its URG outages, DRA does not make any explicit finding of
reasonableness or unreasonableness of SDG&E’s URG outages during the Record Period.”*
Moreover, as explained in more detail below, SDG&E’s URG management was reasonable and

SDG&E maintains reasonable internal controls with respect to such management.

> North American Electric Reliability Corporation (NERC), Generating Availability Report 2006-2010. This report
is available on NERC’s website: http://www.nerc.com/.

® North American Electric Reliability Corporation (NERC), Generating Availability Report 2006-2010. This report
is available on NERC’s website: http://www.nerc.com/.

" DRA Report at p. 5-4.

® DRA Report at p. 5-4.

® SDG&E’s responses to these data requests are included as Attachments A through C. Please note that SDG&E
submitted revised responses to DRA’s data request questions 5.1.2.4, 5.1.2.7 and MDR 1.1.14, regarding the August
5, 2010 outage at Palomar in order to clarify and provide a more detailed description. The attached responses reflect
these revisions. Also, please note that some of the responses are confidential/privileged pursuant to applicable
provisions of D.06-06-066, G.O. 66-C and PUC Code Sections 583 and 454.5(g).

' DRA Report at p. 5-5.

264035 DSB-2



N

© 00 N o o1 B~ W

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

1. SDG&E’S URG MANAGEMENT DURING THE RECORD PERIOD WAS
REASONABLE

DRA stated that “SDG&E acknowledged its URG outages in its Prepared Testimony, but
provided no explanation or justification for their occurrence.”™ This statement is contrary the
Direct Testimony of SDG&E witness Andrew Scates. In particular, Mr. Scates provided a
complete list of forced outages of 24 hours or longer, that included start dates and times, end
dates and times, and the reason for each outage.’> Moreover, it has been SDG&E’s practice in
these ERRA compliance proceedings to provide a listing of any significant outages (lasting 24
hours or more) in its prepared direct testimony, knowing that DRA’s MDR includes detailed
questions asking for specific outage information. Thus, while SDG&E may agree that some
outage details were not provided in its prepared direct testimony, substantial detail was provided
in responses to the MDR and subsequent data requests, specifically DR-05 and DR-07.

It should also be noted that scheduled outages at SDG&E’s URG sites are pre-approved
by the California Independent System Operator (“CAISO”) and a unique Scheduling and
Logging for the ISO of California (“SLIC”) number is attached to each outage by the CAISO.
SLIC numbers were provided to DRA for each relevant outage. Additionally, DRA received the
purpose for each outage, dates, times of outage commencement and termination, as well as dates
and times of each generating unit’s return to service.*®

Similar information was provided for unscheduled outages. SDG&E’s response to MDR
question 1.1.14 included the CAISO SLIC number for each outage, the purpose of the outage and
duration, along with dates and times that the generating units were returned to service. Also,
DRA was provided with an outage cause evaluation report regarding an end-of-year outage at
Palomar. As explained in further detail below, since this outage extended well into the next
record period, its evaluation will be completed during the next ERRA compliance proceeding.

DRA went on to request much of the same information in DR-05. Question 5.1 asked for
outage dates, times, durations, etc. even though this information had been provided previously in
responses to MDR questions 1.1.4, 1.1.12 and 1.1.14. DR-05 question 5.1.2 then requests the

same outage information previously provided in MDR question 1.1.4. SDG&E’s response to

I DRA Report at p. 5-4.
12 SDG&E Application 11-06-003, Prepared Direct Testimony of Andrew Scates, Appendix 1, p. AS-1.
¥ DRA MDR, Q1.1.12.

264035 DSB-3
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DR-05 question 5.1.2.2 provided the same outage information requested and provided in
response to MDR question 1.1.4. SDG&E’s response to DR-05 question 5.1.2.3 provided
information previously requested and provided in response to MDR question 1.1.5. SDG&E’s
responses to DR-05 questions 5.1.2.4, 5.1.2.5, 5.1.2.6 and 5.1.2.7 also provided details on
outages and output capacity de-rates.

Even though complete outage information was provided in responses to DR-05, DRA
requested much of the same outage information in DR-07. SDG&E’s response to question 7.1.3
included additional documents regarding the end-of-year Palomar outage, including
communications to the California Public Utilities Commission (“CPUC”) and California Energy
Commission (“CEC”) related to that outage.

In light of the information requested and provided, it is difficult to understand how DRA
»14

came to the conclusion that the “paucity of information SDG&E provided for its URG outages

has stymied their ability to determine reasonableness in 2010.

I11. SDG&E MAINTAINS REASONABLE AND SUFFICIENT INTERNAL
CONTROLS WITH RESPECT TO ITS URG MANAGEMENT

DRA also generally asserts that SDG&E did not present any evidence of internal controls
or “prudent management of its URGs and outages.”*
SDG&E is required to comply with the CPUC’s General Order (“GO”) 167 - Enforcement of

Maintenance and Operation Standards for Electric Generating Facilities. Section 11 of GO 167

This statement ignores the fact that

specifically outlines each generator owner’s obligation to cooperate with the CPUC audits,
investigations and inspections. Generally, this process includes the following steps:
e When a forced/unplanned outage occurs, SDG&E sends the CPUC representative
assigned to the plant, the Consumer Protection and Safety Division (“CPSD”)
Utilities Engineer, a courtesy email informing him/her of the outage.
e The courtesy email includes a basic description of the outage, how many people
are assigned to fix the outage, and if plant personnel have enough information to

anticipate the length of the outage.

“ DRA Report at p. 5-5.
> DRA Report at p. 5-4.
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e Once the CPSD Utilities Engineer receives the email, a site visit is scheduled and
a data request letter is sent to SDG&E management.

e During the site visit, the CPSD Utilities Engineer makes inquiries as to the cause
of the outage, outage duration, details of repairs required and extent of work to be
done, equipment affected, evidence of repairs, and other questions pertaining to
the recovery.

e The data request letter typically requires SDG&E to provide control room
operator logs, generation curve in megawatts (“MW?”), a root cause investigation
or summary of the corrective actions, and general photographs that illustrate the
outage details.

e After reviewing the response to the initial data request, the CPSD Utilities
Engineer may issue additional data requests to obtain additional information for
review.

e The requests for data continue until the CPSD closes the inquiry.

Additionally, in certain cases (e.g., catastrophic loss of equipment), SDG&E may conduct
internal investigations. Such an investigation report was provided to DRA in response to DRA-
07 question 7.1.3 and MDR question 1.1.14. The report was produced following the failure of a
generator step-up transformer at the Palomar Energy Center. Although the failure of this
transformer occurred in the last days of 2010, the ensuing outage extended into the spring of
2011, which is beyond the record period of this proceeding. Accordingly, SDG&E proposed that
review of this particular outage be postponed until the next ERRA compliance review for the
2011 record year, after the investigation is complete, including the investigation being conducted
by CPSD. DRA agreed and recommends that they *“conduct this evaluation when SDG&E
makes its 2012 ERRA compliance filing.”*°

In addition to what may be provided to the CPSD Ultilities Engineer, each outage may
provoke the creation of related documentation including, but not limited to, equipment affected,
parts replaced, work required to accomplish outage related tasks, costs of repairs, actions that
may be taken to mitigate a repeat of the failure, change to operating procedures required to

address component or plant issues, changes to maintenance practices to improve reliability,

' DRA Report at p. 5-6.
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communications with an original equipment manufacturer and implementation of upgrades to
improve reliability. Evidence of the above can be found in parts ordering documents, SAP work
orders, vendor invoices, root cause investigation reports, management of change documents, and
communications with vendors.

Finally, Sempra Energy’s Internal Audit department also conducts audits of SDG&E’s
generating facilities. Consistent with auditing standards, the frequency and nature of such audits
is determined based on an annual risk assessment which determines the areas of the company,
including utility operations, to be audited. This risk-based analysis may change from year to

year and in some years may include audits of URG operations.

IV. SDG&E HAS PROVIDED FULL AND COMPLETE RESPONSES TO DRA
DISCOVERY

DRA reported that “SDG&E declined to provide full and complete responses to DRA
discovery.”*” DRA then goes on to discuss their alleged frustrating efforts to convince SDG&E
to provide documentation related to the Palomar transformer fire outage, which, as noted above,
began in the last days of 2010 and lasted to the spring of 2011. DRA’s argument is misleading
because despite the fact that SDG&E believed that review of the Palomar transformer fire should
be postponed until the next ERRA compliance review for 2011, SDG&E did provide documents
related to this outage, including the internal report it had provided to CPSD and the CEC (refer to
SDG&E’s responses to MDR question 1.1.14 and DR-07 question 7.1.3 in Attachment A and C,
respectively). In any event, DRA’s complaints with respect to the Palomar transformer fire
outage are moot in light of their agreement to postpone review of this outage.

With respect to discovery pertaining to other outages, SDG&E did object to certain
overbroad and burdensome requests that were not likely to lead to the discovery of admissible
evidence. Despite SDG&E’s objections to these types of defective data requests, it should be
noted that SDG&E did in fact provide responses, subject to the objections. Examples of these
instances are DR-05 questions 5.1.1, 5.1.2.1,5.1.2.2,5.1.2.3,5.1.2.4,5.1.2.5,5.1.2.6, 5.1.2.7 and
DR-07 questions 7.1.1, 7.1.2 and 7.1.3."® In light of SDG&E’s responses, DRA’s discovery

complaints are without merit.

" DRA Report at p. 5-4.
18 SDG&E provided no response to DR-05 question 5.1.2.13 because it requested labor costs clearly outside the
scope of the ERRA proceeding.

264035 DSB-6
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V. CONCLUSION

Although DRA did not seek any specific disallowance or finding regarding URG and has
agreed to postpone its review of the end-of-year outage at Palomar, SDG&E nevertheless
believed it needed to rebut DRA’s general statements challenging SDG&E’s justification of
outages, evidence of internal controls and responses to data requests. In light of the foregoing
facts, and those contained in the Direct Testimony of Andrew Scates and the attached data
request responses, DRA’s general statements should be disregarded as inconsistent with the
record in this proceeding.

This concludes my prepared rebuttal testimony.

264035 DSB-7
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VI. QUALIFICATIONS

My name is Daniel S. Baerman. My business address is 2300 Harveson Place,
Escondido, CA 92029. | am employed by San Diego Gas & Electric Company (“SDG&E”) as
Director, Electric Generation.

My responsibilities include setting policy and standards for the management of SDG&E’s
electric generation assets. In this capacity | am responsible for managing, directing, planning
and coordinating the site operation and maintenance of the Palomar Energy Center and Miramar
Energy Facility.

I hold a Bachelor of Science degree in Marine Engineering from the United States
Merchant Marine Academy at Kings Point, New York.

I have been in my current position since 2005 and have worked in the electric generation
field for over 25 years.
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The following is confidential/privileged pursuant to applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec. 45

1.1.12 Miramar 1 Schedule Outages

1.1.12.1  |The purpose for which it was scheduled

1.1.12.2, |date first scheduled, time and duration
1.1.12.4,1.
1.12.6

1.1.12.3 |Can the date reported above be substantiated with Yes, please see 1.1.12.1
contemporaneous records?

1.1.12.5 |Can the date and time reported above be Yes, please see 1.1.12.1
substantiated with contemporaneous records?

Can the duration reported above be substantiated with|Yes, please see 1.1.12.1
1.1.12.7  |contemporaneous records?

1.1.12.8 Begin Date and time

the date and hour when the ultimate reduction in
1.1.12.9  |[capacity of this unit, due to this outage, was reached

1.1.12.10 |Ending Date and Hour

The date and hour that the unit was fully back on line
as needed, without any reduction in capacity due to
1.1.12.11 |this outage,

If the actual duration exceeded the earliest scheduled
duration by more than 24 hours, provide an
explanation for each extension of the outage duration

If the actual date and time the outage began was B
different from the first scheduled beginning date and
time by more than 24 hours, provide date and the
reason(s) for each and every time the outage was
1.1.12.12 |rescheduled by more than 24 hours. _

1.1.12.13

Were any outage reports, incident reports, Root N/A
Cause Evaluations, or any other summaries,
evaluations, or reports produced as a result of this
outage and, if so, provide a brief summary of any
findings and conclusions drawn. Attach a copy of any
documents addressing these evaluations and
1.1.12.14 |conclusions.

Were any modifications to preventive maintenance N/A
procedures or schedules made as a result of this
outage or similar outages and, if so, provide a
summary of all such PM procedures or schedules
1.1.12.15 |changed

Miramar 2 Schedule Outages

1.1.12.1  |The purpose for which it was scheduled

1.1.12.2, |date first scheduled, time and duration

1.1.12.4,1.

1.12.6

1.1.12.3 |Can the date reported above be substantiated with Yes, please see 1.1.12.1 Yes, please see 1.1.12.1
contemporaneous records?

1.1.12.5 |Can the date and time reported above be Yes, please see 1.1.12.1 Yes, please see 1.1.12.1
substantiated with contemporaneous records?
Can the duration reported above be substantiated with|Yes, please see 1.1.12.1 Yes, please see 1.1.12.1

1.1.12.7  |contemporaneous records?

1.1.12.8 Begin Date and time

the date and hour when the ultimate reduction in
1.1.12.9 |[capacity of this unit, due to this outage, was reached

1.1.12.10 |Ending Date and Hour

The date and hour that the unit was fully back on line
as needed, without any reduction in capacity due to
1.1.12.11 |this outage,

If the actual date and time the outage began was
different from the first scheduled beginning date and
time by more than 24 hours, provide date and the
reason(s) for each and every time the outage was
1.1.12.12 |rescheduled by more than 24 hours.

If the actual duration exceeded the earliest scheduled
duration by more than 24 hours, provide an
explanation for each extension of the outage duration

1.1.12.13
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1.1.12.14

Were any outage reports, incident reports, Root
Cause Evaluations, or any other summaries,
evaluations, or reports produced as a result of this
outage and, if so, provide a brief summary of any
findings and conclusions drawn. Attach a copy of any
documents addressing these evaluations and
conclusions.

1.1.12.15

Were any modifications to preventive maintenance
procedures or schedules made as a result of this
outage or similar outages and, if so, provide a
summary of all such PM procedures or schedules
changed

Palomar Scheduled Outages

11121

The purpose for which it was scheduled

1.1.12.2,
1.1.12.4,1.
1.12.6

date first scheduled, time and duration

1.1.123

Can the date reported above be substantiated with
contemporaneous records?

Yes, please see 1.1.12.1

1.1.125

Can the date and time reported above be
substantiated with contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.7

Can the duration reported above be substantiated with
contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.8

Begin Date and time

1.1.12.9

the date and hour when the ultimate reduction in
capacity of this unit, due to this outage, was reached

1.1.12.10

Ending Date and Hour

111211

The date and hour that the unit was fully back on line
as needed, without any reduction in capacity due to
this outage,

1.1.12.12

If the actual date and time the outage began was
different from the first scheduled beginning date and
time by more than 24 hours, provide date and the
reason(s) for each and every time the outage was
rescheduled by more than 24 hours.

1.1.12.13

If the actual duration exceeded the earliest scheduled
duration by more than 24 hours, provide an
explanation for each extension of the outage duration

1.1.12.14

Were any outage reports, incident reports, Root
Cause Evaluations, or any other summaries,
evaluations, or reports produced as a result of this
outage and, if so, provide a brief summary of any
findings and conclusions drawn. Attach a copy of any
documents addressing these evaluations and
conclusions.

1.1.12.15

Were any modifications to preventive maintenance
procedures or schedules made as a result of this
outage or similar outages and, if so, provide a
summary of all such PM procedures or schedules
changed
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PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

1. Executive Summary

At 12:08PM on December 22, 2010, the Palomar Energy Center (PEC)
Combustion Turbine Generator Unit 1 (CTG1) step-up transformer (GSU1) failed,
resulting in the opening of Palomar Energy Center Switchyard (PEN) 230 kV
circuit breakers 4E and 4T and the 18 kV generator circuit breaker GCB-CTG1-01
within 3.5 cycles, effectively isolating the faulted GSU1 transformer. The scope of
this incident investigation focuses on the source of the GSU1 failure and the
precipitating events and conditions leading up to the failure.

The failed GSU1 was manufactured by Hyundai Heavy Industries Co., Ltd. in
2004 in Ulsan, Korea and placed into service in 2006. GSU1 nameplate
information is as follows:

132/176/220 MVA

ONAN/ONAF/ONAF

230/18 kV '

Grounded Wye/Delta Connected

HV De-energized taps, +/- 5.0%, +/-2.5% steps

CTG1 was operating at full load and carrying 165 MW at the time of the failure.
The subsequent fire required removing the remaining combustion and steam
generators, CTG2 and STG respectively, from service.

The failure was caused by a breakdown in the internal transformer insulation
system that resulted in a single line to ground fault with a magnitude of 25,000 A.
Protective relaying systems properly operated and tripped the breakers within 3.5
cycles. No transmission system disturbance is known to have occurred at the
time of the fault, and no lightning strikes were recorded or heard by plant
personnel at the time of the fault.

A forensic teardown was conducted on the transformer which exposed an internal
flashover between the 230 kV C Phase ABB draw-lead bushing grounded lower
support, lower corona shield, and the tank east end wall. As a result of the
internal flashover within GSU1, the internal insulating oil ignited, fueled a fire, and
burned for twenty-seven (27) hours.

Although a majority of the physical evidence was destroyed or severely damaged
in the GSU1 fire, the available historical information and debris inspection indicate
that the December 22, 2010 event consisted of a C Phase to ground fault of
25,000 A internal to the GSU1 transformer tank lasting 3.5 cycles, resulting in a
breakdown of the GSU1 insulation system.
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PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

The protective relaying system properly operated and cleared the fault in 3.5
cycles, however, the energy dissipated during the fault was sufficient to ignite the
oil and cause a catastrophic explosion internal to the transformer tank rupturing
the transformer north side wall and east end wall seams, severely damaging B
and C Phase 230 kV bushings.

A determination as to the factors that definitively contributed to the breakdown of
the GSU1 insulation system, as well as the sequence of fault events that created
the discovered arc marks, remains inconclusive.

The investigation concludes that proper maintenance procedures and techniques
were in place and practiced prior to the transformer failure, and that GSU1
maintenance was not a contributing factor to the fire.

An internal inspection of GSU1’s sister unit, GSU2, to include a detailed analysis
of the pressboard insulating cone surrounding the 230 kV bushings, may provide
further insight into the construction and design techniques of GSU1 which may
have contributed to the GSU1 failure. If the detailed analysis of GSUZ2,
scheduled for May 2011, indicates that there are construction and design
techniques that contributed to the GSU1 failure, corrective remedies will be
immediately implemented to avoid a possible failure of GSU2.

CONFIDENTIAL INFORMATION PURSUANT TO PUBLIC UTILITIES CODE SECTION 583 and
GENERAL ORDER 66-C

Page 4 of 24
A-17



PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

2. Summary of Sequence of Incident Events

Prior to 12:08PM, PEC generating units CTG1, CTG2, and STG were operating
under normal, full load generating conditions with output capacities of 165 MW,
165.8 MW, and 213.3 MW, respectively. Transmission and generation system
voltages were operating at normal levels. Prior to the occurrence of the event on
December 22, 2010, the SDG&E system experienced no transmission system
disturbances.

The following is a detailed sequence of events for the incident on December 22,
2010:

12:08PM 1) Generator core monitor fault alarms.

2) 230 kV overcurrent relay SEL-351 instantaneous ground and
phase units pick up in PEN 230 kV Switchyard.

3) GSU1 transformer differential relay T-60 operates tripping 230
kV Circuit Breakers 4E and 4T in PEN 230 kV Switchyard and
18 kV CTG1 Generator Circuit Breaker GCB-CTG1-01.

4) GSU1 transformer differential relay ST-745 operates.

12:10PM 1) PEC Operator reports fire in GSU1 to 911.

2) PEC Operator advises SDG&E Grid Operations of fire in
GSU1.

3) SDG&E Grid Operations advises California Independent
System Operator (CAISO) of fire in GSU1.

12:18PM City of Escondido Fire Department is on-site.

1:35PM PEN 230 kV Circuit Breaker 4W is opened, de-energizing
TL23051 (Palomar Energy — Sycamore Canyon 230 kV
transmission line) for safety.

1:37PM PEN 230 kV Circuit Breakers 3T and 3W are opened, de-
energizing TL23011 (Encina - Palomar Energy — San Luis Rey
230 kV transmission line) for safety.

3:12PM PEN 230 kV Circuit Breakers 1W and 2W are opened, de-
energizing PEN 230 kV West Bus.
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3:24PM

3:40PM

3:41PM

3:42PM

4:40PM

4:45PM

PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

Decision is made by Director of Generation to shut down
remaining generators CTG2 and STG due to heavy soot
accumulation in the PEN 230 kV Switchyard from the GSU1 fire.

PEN 230 kV Circuit Breakers 2E and 2T are opened, isolating
TL23015 (Palomar Energy — Escondido 230 kV transmission
line) from Grid.

STG taken off-line.
CTG2 taken off-line.

SDG&E Grid Operations advises PEC that PEN 230 kV Circuit
Breaker 3T will need to be reclosed when next communication is
made.

SDG&E Grid Operations advises PEC Operator to close PEN
230 kV Circuit Breaker 3T.

At 2:24PM on December 23, the City of Escondido Fire Department extinguishes

the fire in GSU1.
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PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

3. Findings

The following are the findings of the investigation related to the condition of GSU1
prior to and after its catastrophic failure. Among others, these findings include an
evaluation of the maintenance practices (including all on-line and off-line proactive
diagnostics performed on GSU1), transformer accessory design, and visual
inspections of all remaining post-failure debris to ascertain the mode of failure of
the GSU1 insulation system.

3.1. Transformer Oil Quality and Dissolved Gas Analysis

3.1.1. Dissolved Gas Analysis

As stated in C57.104-2008: IEEE Guide for the Interpretation of Gases
Generated in Oil-Immersed Transformers [1]:

The detection of certain gases generated in an oil-filled
transformer in service is frequently the first available
indication of a malfunction that may eventually lead to
failure if not corrected. Arcing, partial discharge, low-
energy sparking, severe overloading, pump motor
failure, and overheating in the insulation system...can
result in decomposition of the insulating materials and
the formation of various combustible and
noncombustible gases. Normal operation [of the
transformer] will also result in the formation of some
[combustible and noncombustible] gases.

Dissolved Gas Analysis (DGA) of GSU1 was performed by Weidmann
Diagnostic Solutions on September 27, 2010 after taking an insulating
oil sample while GSU1 was in service. Review of these DGA results
indicate that Weidmann designated GSU1 a Condition 3 (Condition 1
being least severe, Condition 4 being most severe) transformer based
on elevated levels of carbon monoxide dissolved in the fransformer oil.
Further review of these DGA results reveal that GSU1 is considered a
Condition 2 transformer based on established threshold limits for Total
Dissolved Combustible Gases (TDCG).

Table 1 of C57.104-2008: IEEE Guide for the Interpretation of Gases
Generated in Oil-immersed Transformers indicates that the elevated
gas levels reported by Weidmann in the September 27, 2010 GSU1
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DGA results correlate to a Condition 3 transformer based on carbon
monoxide. Table 1 is annotated with a Note 1 stating:

Table 1 assumes that no previous tests on the
transformer for dissolved gas analysis have been made
or that no recent history exists. If a previous analysis
exists, it should be reviewed to determine if the
situation is stable or unstable. Referto 6.5.2 for
appropriate action(s) to be taken.

Review of the historical GSU1 DGA results dating back to GSU1
energization indicates that GSU1 DGA levels were stable. The
determination was made through the application of engineering
judgment in conjunction with a review of C57.104-2008: IEEE Guide for
the Interpretation of Gases Generated in Oil-lmmersed Transformers,
Section 6.5.2 to keep GSU1 in-service.

As part of San Diego Gas and Electric’'s (SDG&E) initiative to install on-
line bulk electric system transformer monitoring systems, a Kelman on-
line dissolved gas monitor was installed on GSU1 and began logging
dissolved gas level values starting on November 23, 2009. Review of
the logged dissolved gas levels from November 23, 2009 through
December 7, 2010 show stable dissolved gas level values. The Kelman
unit experienced an identified anomaly which logged increased
dissolved gas level values that peaked on August 25, 2010. This
dissolved gas level value peak was immediately followed by a decrease
to stable dissolved gas level values on August 26, 2010.

With the application of C57.104-2008: IEEE Guide for the Interpretation
of Gases Generated in Oil-lmmersed Transformers, a review of the
logged historical gas level values demonstrates stable transformer
dissolved gas level values, both prior to and following the Kelman unit
anomaly.

As of the September 27, 2010 Weidmann DGA analysis results, it can
be concluded that the GSU1 dissolved gas analysis results did not
indicate an imminent failure of the unit.

3.1.2. Oil Quality Analysis

Oil quality analysis is an additional suite of transformer insulating oil
diagnostics that can be performed in a laboratory concurrent with DGA.
Oil quality analysis of GSU1 was also performed by Weidmann
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Diagnostic Solutions on September 27, 2010 on the same oil sample
discussed in Section 3.1.1.

Review of the September 27, 2010 oil quality results as reported by
Weidmann reveal that the dielectric strength of both GSU1 and GSU2
exceeded the IEEE threshold for continued service, which raised plant
personnel awareness.

Plant personnel evaluated the additional oil quality analysis results in
conjunction with satisfactory Doble electrical test results for the GSU1
insulating system (further discussed in Sections 3.4.2, 3.5.2, and 3.6.2)
and determined that GSU1 was acceptable for continued service.

Results from subsequent GSU2 oil analysis performed by Weidmann on
January 4, 2011 (post-GSU1 failure) indicate that the dielectric strength
as previously reported in September 2010 had retested to above
acceptable limits.

It can be concluded that, as of the September 27, 2010, Weidmann oil
quality analysis results, did not indicate an imminent failure of the unit
and that PEC personnel proceeded appropriately.

3.2. System Protection and Relays

SDG&E System Protection and Controls Engineering (SPACE) reviewed all
available relay records as collected from the power plant and PEN 230 kV
switchyard, concluding that the transformer failed as a result of a Phase C to
ground fault of approximately 25,000 A.

An evaluation of the protective relaying systems concludes that all relays,
circuit breakers, and associated equipment properly operated and tripped the
PEN 230 kV switchyard Circuit Breakers 4E, 4T, and the 18 kV generator
circuit breaker GCB-CTG1-01 within 3.5 cycles, effectively isolating the
faulted GSU1.

A summary of SPACE’s evaluation of the event can be found in Appendix A.

3.3. Maintenance Records

A review of the PEC maintenance records indicate that maintenance
practices were in place and executed on a daily operator rounds, monthly
visual, and annual visual, mechanical, and electrical basis. Annual
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maintenance was performed by Hampton Tedder Technical Services and
SDGG&E Substation Construction and Maintenance (SCM) crews.

3.4. Transformer

3.4.1. Loading History

GSU1 is a 230/18 kV Grounded Wye/Delta connected 132/176/220
MVA (ONAN/ONAF/ONAF) generator step-up transformer PEC GTG1,
which is rated 222 MVA. PEC CTG1, CTG2, and STG are dispatched
by the CAISO and are cycled as system demands dictate. A review of
CTG1’s load cycling profile between December 22, 2009 and December
22, 2010 reveals that GSU1 was not exposed to loading beyond its top
rating of 220 MVA.

3.4.2. Doble Electrical Test Results

As stated in Doble Test Procedures Revision C [2]:

By detecting changes in [the measurable electrical
parameters of a power transformer such as
capacitance, dielectric-loss, and power factor using
Doble electrical field-test equipment], failure hazards
can be revealed, thereby preventing loss of service by
permitting orderly repair or recondition of defective
insulation.

After reviewing the Doble electrical test results performed on GSU1 and
its insulating fluid by SDG&E SCM crews on March 22, 2010 in
conjunction with the September 27, 2010 DGA and oil quality analysis
results discussed in Sections 3.1.1 and 3.1.2, it can be concluded that
electrical testing of GSU1did not indicate an imminent failure of the unit.

3.4.3. Visual Inspection
A visual inspection was performed on both the external outer areas of
the GSU1 tank, as well as a complete internal disassembly and visual
inspection of the main tank. The explosion of the transformer tank
resulted in bulging of the transformer north side wall and tore the seams
of its east end wall around the proximity of the C Phase 230 kV
bushing.

After cleaning soot from the tank’s east end wall, an arc mark nearest
the C Phase 230 kV bushing corona shield was discovered (see
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Figures 1 and 2). The diagonal straight line distance between the C
Phase 230 kV bushing corona shield arc mark and the east end wall arc
mark is approximately 21.6 inches (see Figure 3).
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Figure 1. Arc mark on east end tank wall nearest the C Phase 230 kV bushing corona
shield

Figure 2. Close-up of arc mark on end tank wall nearest the C Phase 230 kV
bushing corona sield
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Figure 3. Location of arc marks found inside GSU1 transformer tank

View from North (HV) View from East (HV)
§ \

gonal dimension -from corona shield arc
markto east endwall arcmark

Further visual inspection of the transformer internal and external side
walls, lid, high and low voltage bushing turrets, core, high and low
voltage windings, and conductors did not reveal additional evidence of
an electrical mode of failure. Marks found on the internal side walls,
lid, and 230 kV bushing turrets were determined to be mechanical in
nature and resultant from the explosion caused by the initial fault’s
ignition of the insulating oil.

Review of the GSU1 internal construction drawings reveal the
presence of a pressbhoard insulating cone that surrounds the corona
shield and lower support of each 230 kV bushing. No evidence of the
pressboard insulating cones was discovered, and is assumed to have
been burned in the transformer fire.
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3.5.Bushings

PEN GSU1 FAILURE, DECEMBER 22, 2010
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3.5.1. Visual Inspections

The A Phase 230 kV bushing and A, B, and C Phase 18 kV bushings
remained intact throughout the event. A visual inspection of these
bushings did not reveal evidence of their contribution to the fault internal
to the transformer tank on the 230 kV C Phase.

B and C Phase 230 kV bushings were severely damaged in the
incident, with their lower supports discovered internally in the
transformer tank bottom below their normal mounting positions in the
230 kV bushing turrets.

Visual inspection of the B and C Phase 230 kV bushing fragments
recovered inside the tank revealed the following:

a.

Arc mark on the grounded C Phase 230 kV bushing lower
support. This segment of the bushing was found internal to
the transformer tank. See Figure 4.

Arc mark on the C Phase 230 kV bushing bottom plate which
connects the draw lead conduit to the shield assembly (see
Figure 5). The straight line distance between the arc mark on
the grounded bushing lower support and the bushing bottom
plate is approximately 30.5 inches (see Figure 3 in Section
3.4.3). This bushing bottom plate was found internal to the
transformer tank.

Arc mark on the C Phase 230 kV bushing corona shield. This
corona shield was found internal to the transformer tank. See
Figures 6 and 7.

Arc mark on the C Phase 230 kV bushing draw-lead conduit
above the bottom plate threading. See Figure 8.

Dark lines on the B Phase 230 kV bushing draw lead conduit.
Metallurgical examination found these markings to be
superficial in nature and likely caused by overheating or
combustion of the bushing condenser paper that originally
covered the outer surface of the conduit. See Figure 9.
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Figure 4. Arc mark on C Phase 230 kV bushing grounded lower support
infernal to the fransformer tank

i -

Y ..@

Figure 5. Arc mark on C Phase 230 kV bushing bottom plate which connects
the draw lead sleeve to the shield assembly

L 3B e

CONFIDENTIAL INFORMATION PURSUANT TO PUBLIC UTILITIES CODE SECTION 583 and
GENERAL ORDER 66-C

Page 15 of 24
A-28



PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

ure 6. Arc mark on t

he C Phase 230 kV bushing corona shield

‘ ' . F

Figure 7. Close-up of arc mark on te C Phase 230 kV bushing corona shield
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Figure 8. Arc mark on the C Phase 230 kV bushing draw-lead conduit above
the bottom Iate threadm
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Visual inspection of porcelain bushing fragments and condenser foil
from the B and C Phase 230 kV bushings did not reveal any evidence
that either bushing contributed to the fauit by experiencing internal
breakdowns of their lower condenser assemblies contained within the
transformer tank.

Visual inspection of B and C Phase 230 kV bushing porcelain fragments
found on top of the transformer did not reveal any evidence that either
bushing contributed to the fault by experiencing internal breakdowns of
their upper condenser assemblies external to the transformer tank.

The 230 kV bushing top cap assembly construction was tested for
moisture barrier integrity. The test was performed by observing and
noting levels of water flow through the intact A Phase 230 kV bushing
draw-lead conduit. Standing the bushing in an upright position with and
without the top cap gasket installed, results revealed:

a. With the gasket installed and the top cap assembly
properly torqued, water intrusion through the draw-lead
conduit did not occur.

b. With the gasket installed and the top cap assembly
rotated less than one-half turn, water intrusion through the
draw-lead conduit did not occur.

c. With the gasket installed and the top cap assembly
rotated a full half turn, water intrusion through the draw-
lead conduit occurred.

d. With the gasket not installed and the top cap assembly
rotated one-quarter turn, water intrusion through the draw-
lead conduit occurred.

Metallurgical testing of the B and C Phase 230 kV bushing draw lead
conduit debris found on top of the transformer determined that both
conduits were damaged by partial melting due to heat from the
transformer fire.

A dissection of the B and C Phase 230 kV bushing draw lead conduit
debris found on top of and inside the transformer tank did not reveal
any evidence that either bushing contributed to the fault by experiencing
a flashover from a compromised draw-lead conductor insulation
breakdown in either phase.
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Metallurgical testing of the C Phase 230 kV bushing top cap terminal
connector concluded that pitting found on the connector was most likely
caused by electrical arcing. Because relay records and arc marks
discovered on the tank wall and C Phase 230 kV bushing components
internal to the transformer tank indicate that the fault occurred within the
transformer tank, it was determined that this C Phase top cap arcing did
not contribute to the initiating event or the fault itself. Further
metallurgical testing will be performed to further refine this conclusion.

3.5.2. Doble Electrical Test Results

After reviewing the Doble electrical test results performed on the GSU1
230 kV and 18 kV bushings by SDG&E SCM crews on March 22, 2010,
it can be concluded that electrical testing of the GSU1 230 kV and 18
kV bushings did not indicate an imminent failure of the unit.

3.6.Lightning Arresters

3.6.1. Visual Inspection

A visual inspection of the intact A Phase lightning arrester and B and C

- Phase lightning arrester debris found on top of and around the
transformer tank did not indicate that the lightning arresters contributed
fo the initiating event or the fault itself.

3.6.2. Doble Electrical Test Results

After reviewing the Doble electrical test results performed on the GSU1
230 kV lightning arresters by SDG&E SCM crews on March 22, 2010, it
can be concluded that the lightning arrester electrical test results for
GSU1did not indicate an imminent failure of the unit.

3.7.230 kV Cable and Terminations

A visual inspection of the 230 kV underground cable revealed some melting of
the A Phase insulating jacket and was determined to be a result of the
transformer fire. |t was further determined that the 230 kV underground cable
did not contribute to the initiating event or the fault itself.

A visual inspection of the 230 kV cable terminations at the GSU1 transformer
pad and the PEN 230 kV switchyard did not indicate that the 230 kV cable
terminations contributed to the initiating event or the fault itself.
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It was determined that it was not necessary to perform electrical or diagnostic
testing on either the 230 kV underground cable or the 230 kV cable
terminations.

3.8. Weather and Seismic Impacts

3.8.1. Weather

Review of a five (5) year weather pattern for Escondido, California
reveals that the PEC site experienced above average levels of rainfall
during the months of October 2010 and December 2010. Specifically, a
total of 1.81 inches of rainfall was recorded for Escondido, California on
December 22, 2010 with eyewitness accounts reporting that, prior to the
event, the PEC site experienced a significantly heavy rate of rainfall.

3.8.2. Seismic Impacts

On April 4, 2010 at 3:40PM, the Sierra-El Mayor Earthquake (or
Mexicali Earthquake), occurred in the Baja California, Mexico region
along the Laguna Salada Fault in Mexico, which is a segment of the
Elsinore Fault System. Measuring 7.2 on the Moment Magnitude scale,
the total duration of the earthquake was approximately forty (40)
seconds. The epicenter of the earthquake was 90 miles southeast of
PEC and subjected the PEC region to a maximum acceleration pulse of
0.028 g.

On July 7, 2010, a subsequent earthquake, referred to as the Collins
Valley Earthquake, occurred approximately 43.5 miles from PEC, near
Borrego Springs, California. Measuring 5.7 on the Moment Magnitude
scale, the Collins Valley Earthquake subjected the PEC region to
acceleration levels of 0.022 g.

This information was obtained from the United States Geological
Survey (USGS) and a report prepared by SDG&E geotechnical
consultant, United Research Services Corporation (URS).
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4. Analysis of Findings

All DGA, oil quality, and electrical tests performed on GSU1 indicate that GSU1’s
insulating system and accessories were properly constructed, maintained, and
suitable for continued service.

Visual inspection of GSU1 transformer tank and accessory debris revealed the arc
marks illustrated in the three-dimensional (3D) recreation illustrated in Figure 3 of
Section 3.4.3.

The bulging of the transformer tank and discovered ark marks on and around the
C Phase 230 kV bushing are consistent with SDG&E SPACE relay records, which
recorded a C Phase to ground fault on the 230 kV side of the transformer below
the C Phase 230 kV-side turret-mounted bushing current transformer (BCT).

The following factors are taken into consideration when evaluating the
precipitating events resulting in the GSU1 failure:

a. A, B, and C Phase 230 kV draw-lead bushing construction
incorporating a pressboard insulating cone surrounding the corona
shield and bushing lower support.

b. The location of the 230 kV bushing arc marks.

The location of the east end wall arc mark.

Internal transformer tank electrical clearances between energized

and grounded components.

e. April 4, 2010 earthquake experienced by the San Diego region.

Above average rainfall experienced at the PEC site after the

occurrence of the April 4, 2010 earthquake and prior to the GSU1

failure.

g. Absence of arc marks on all internal surfaces of the damaged
lightning arrester and 230 kV draw-lead bushings.

oo

—hH
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PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

5. Conclusions

Although a majority of the physical evidence was destroyed or severely damaged
in the GSU1 fire, the available historical information and debris inspection indicate
that the December 22, 2010 event consisted of a C Phase to ground fault of
25,000 A internal to the GSU1 transformer tank lasting 3.5 cycles, resulting in a
breakdown of the GSU1 insulation system.

The protective relaying system properly operated and cleared the fault in 3.5
cycles, however, the energy dissipated during the fault was sufficient to ignite the
oil and cause a catastrophic explosion internal to the transformer tank rupturing
the transformer north side wall and east end wall seams, severely damaging B
and C Phase 230 kV bushings.

A determination as to the factors that definitively contributed to the breakdown of
the GSU1 insulation system, as well as the sequence of fault events that created
the discovered arc marks, remains inconclusive.

The investigation concludes that proper maintenance procedures and techniques
were in place and practiced prior to the transformer failure, and that GSU1
maintenance was not a contributing factor to the fire.

An internal inspection of GSU1’s sister unit, GSUZ2, to include a detailed analysis
of the pressboard insulating cone surrounding the 230 kV bushings, may provide
further insight into the construction and design techniques of GSU1 which may
have contributed to the GSU1 failure. If the detailed analysis of GSU2,
scheduled for May 2011, indicates that there are construction and design
techniques that contributed to the GSU1 failure, corrective remedies will be
immediately implemented to avoid a possible failure of GSUZ2.

CONFIDENTIAL INFORMATION PURSUANT TO PUBLIC UTILITIES CODE SECTION 583 and
GENERAL ORDER 66-C
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6. Recommendations

Based on the conclusions in Section 5, the following recommendations are made:

a. During the May 2011 PEC maintenance outage, drain all oil from and
internally inspect GSU2 and STG GSU3. Ensure that all bolts on the
transformer and transformer accessories are properly torqued to the
manufacturers’ specifications, all gaskets/seals are in acceptable
condition, and all electrically conducting connections are acceptable.

b. Ensure that all bushings on GSU2 and GSU3 are installed according to
the manufacturer’s installation instructions.

c. Request Hyundai to review the electric field intensity around the GSU2
and GSU3 230 kV bushing corona shields to confirm that sufficient
electrical clearances exist, and, if necessary, to add additional dielectric
material to increase electrical clearances to acceptable levels.
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Page 23 of 24
A-36



PEN GSU1 FAILURE, DECEMBER 22, 2010
INCIDENT INVESTIGATION REPORT

References

[1] IEEE Guide for the Interpretation of Gases Generated in Qil-Immersed
Transformers, |EEE Standard C57.104, 2008.

[2] Doble Test Procedures, Rev. C, Doble Engineering Co., Watertown, MA, 2009.

CONFIDENTIAL INFORMATION PURSUANT TO PUBLIC UTILITIES CODE SECTION 583 and
GENERAL ORDER 66-C

Page 24 of 24
A-37



A-38



'Appendix A -
Protection Summary for Palomar Energy
CTG-1 Transformer Fire 12-22-2010

A-39



Protection Summary for Palomar Energy CTG-1 Transformer Fire 12-22-2010

On December 22™ 2010 at 12:08 PM a 230kV C-phase to ground fault developed at the GSU-1 at the

Palomar Energy plant with a subsequent fire. The

total fault current contribution was approximately

22,532 amps from the SDG&E system and 2,468 amps from the generator contribution providing a
25000,-amp C-phase to ground fault. The event record below was taken from the 230kV SEL-351
overcurrent relay in the Palomar Energy 230kV switchyard. As shown, the fault was fed from the 230kV
system for just over three cycles until the 230kV circuit breaker s 4E and 4T opened. The event record
shows the fault contribution from the SDG&E system as well as the residual current (IG) and neutral
current (IN) from the transformer. Also, the timing of the internal relay elements is shown.

230kV CTG-1 Overcurrent Relay Event Record

SEL-5601 Event Time: 12/22/2010 13:08:22.087000
FID=SEL-351-1-R210-V0-Z003003-D20021106
I I N [ o
B iIC ICMag IG IGMag
= N CEEETSg —
25000 INMag VA(kV) VB(kV) VC(KV)
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t

e b ! 5 !
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1
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o
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(@]

N
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Q

o

1| I
TTTTTTIT T T I T T 1T 1T T

o

}n&

_/g%‘ﬁéﬁ 2

Ja U AN
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'”’VW & W AN

G 21,667 amps

IN =3,6173 AMPS

QuT201
ouTior __|JRIPOUT |
L) INZ06
g HIN207 |230 KY circuit breaker auxifiary swilches
(o)) 5 : !
o lﬁf\OB = 0 1 1
G {DlFr rip from 760 relay | -
i ———n Relay IT dir. phase
{J{MIT ] 1 e —p—p———{1@0d ground trip Tttt
| I | I
0.0 2.5 5.0 7.5 10.0 12.5 15.0
Cycles

A-40



CTG-1 Generator Protection Relay Event Record

SEL-5601 Event Time: 12/22/2010 12:08:13.734000
FID=SEL-300G-R326-V11H325214XXX-7302302-D20081231
| | L] ] ] [
1A IB iIC 1AMag IBMag ICMag
11Mag 12Mag IODMag VAB(KV) VBC(kV) VCA(KV)
4 = e 7 AR
¢ 10000 + [PRE-FAULT= 8528 amps] /5ot At
i o . AN =g s
3 | \ ) - N
¢ -10000
g 10000 +
g [ e A
£ 000 F ’
e — \ lo = 65 amps
2 0o E T
;0 A AN
g L\ ‘j,‘;\:.‘i\}
Z 0+ iRy A
g 20 L SRVAVERVIVERY,
IN101
o 52A
© | 3PO
B S0P
a) 46Q2
4601
I||l||i|11J||||i|l||i|||l
25.0 27.5 30.0 325 35.0

Cycles

GENERATOR SIDE RECORD 18 KV ]

The above event shows the contribution to the 230kV fault from the Generator 18kV side. The SEL-300G

relay is fed from the generator CTs.

Due to the fact that the transformer is Wye-Delta, a line to ground fault on the 230kV side shows up as a
Phase A-and Phase C contribution from the 18kV delta side. The pre-fault current of approx 5528 amps
shows the generator load current prior to the occurrence of the fault. As shown, the generator breaker

opened to clear the fault in just over three cycles.
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T-60 Transformer Differential Relay Sequence of Events Record

File Name: T:\\Misc&Requests\INVESTIGATIONS\PEN Investigation\PEN Downloads\PEN_GE_T60_CTG1_GSU_12-30-10.evt
Date / Time of Last Clear:

Events Since Last Clear:

Shown Number of Events: 19

Event Number Date/Time Cause Data
19 Dec 30 2010 11:09:18.500094| ALARM On

18 Dec 30 2010 11:09:13.044917|POWER ON

17 Dec 28 2010 15:31:03.742272|POWER OFF

16 Dec 28 2010 15:25:46.500793|ALARM On

15 Dec 28 2010 15:25:41.045600| POWER ON

14 Dec 28 2010 11:47:06.302933|POWER OFF

13 Dec 28 2010 10:51:34.500792|ALARM On

12 Dec 28 2010 10:51:29.045612|POWER ON

11 Dec 23 2010 14:02:49.455478|POWER OFF

10 Dec 23 2010 13:43:04.500793|ALARM on

9 Dec 23 2010 13:42:59.045606|POWER ON

8 Dec 22 2010 16:52:40.516818|POWER OFF

7 Dec 22 2010 12:56:08.890773|ALARM On

) Dec 22 2010 12:56:08.890773|87 TRIP  Off

5 Dec 22 2010 12:56:08.828305|ALARM Off f
4 Dec 22 2010 12:56:08.828305[87 TRIP On <« ——— . ___ID[FF TRIP T-60 GE rela
3 Mar 24 2010 11:21:18.185739|ALARM On

2 Mar 24 2010 11:03:25.703639|RESET OP(COMMS)

1 Mar 24 2010 11:03:08.650154|EVENTS CLEARED

The above sequence of events shows the T-60 transformer differential operated for the internal fault.
This transformer differential zone of protection for the T-60 relay extends from the 230kV circuit
breaker 4E and 4T CTs to the CTs on the 18kV generator bus.
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SR-745 Transformer Differential Relay Sequence of Events Record

EVENT RECOIOZR
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The above sequence of event shows that the second transformer differential SR 745 relay operated for
the internal fault. This transformer zone of protection extends from the 230kV step-up transformer
bushing CTs to the generator neutral CTs. This would indicate that the fault was internal to the CT
mounted at the base of the 230kV C-phase bushing. This would be consistent with a 230kV bushing
failure or a fault due to an insulation failure on the 230kV lead into the transformer tank, and would
remove the possibility of a fault external to the transformer, such as an external flashover or arrester
failure. The observed 230kV fault currents would indicate that the fault current was not limited by the

impedance of the transformer, i.e. the observed fault current matched the ASPEN shorth circuit program
calculated current for a solid 230kV phase-to-ground fault.

SEE Partial One Line Diagram Below
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DRA MDR DATA REQUEST
SDG&E 2010 ERRA COMPLIANCE
A.11-06-003
DATE RECEIVED: JUNE 1, 2011
DATE RESPONDED: DECEMBER 6, 2011

SDG&E Response 1.1.14:

ERRA 2010 DRA
MDR Q1[1].1.14 F
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The following is confidential/privileged pursuant to applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec. 454.5 () .

1.1.14 Questions Miramar 1 Unscheduled Outages

1.1.14.2 (can the date and time reported above be
substantiated with contemporaneous records?

yes
1.1.14.3 [the apparent initiating event or proximate cause of the

outage, as first reported to management
1.1.14.4 |The date the apparent initiating event or proximate

cause was first reported to management

1.1.14.1 [date and time reported and est. duration or cause of 1
outage
yes

1.1.14.5 |can the date reported above be substantiated with yes yes yes
contemporaneous records?

1.1.14.6 |the date and hour this outage began, given as the
date and time there was any reduction in capacity
associated with this outage

1.1.14.7 |the date and hour when the ultimate reduction in
capacity of this unit, due to this outage, was reached

Date and hour ended(reduction in capacity)

Date and hour of full availabili

o

nitial estimate of duration

NN NS

B

can the estimated duration reported above be yes
substantiated with contemporaneous records?

. yes
1.1.14.12 |The date the initial estimate of outage duration was

first reported to management

1.1.14.13 |can the date reported above be substantiated with yes
contemporaneous records?

if the actual duration exceeded the earliest estimated
duration by more than 24 hours, the date and time the
1.1.14.14 |actual duration was first reported to management

=
B

If the actual duration exceeded the earliest scheduled
duration by more than 24 hours, provide the reason(s)
for each extension of the estimated duration

1.1.14.15

1.1.14.16 |If, by the time the plant was returned to service, the
cause of the outage was determined to be different
from that originally reported to management, the date

and time the determined cause of the outage was first
reported to management

1.1.14.17 |can the date and time reported above be yes yes
substantiated with contemporaneous records?

provide a brief summary of any findings and
conclusions drawn. Attach a copy of any documents
addressing these evaluations and conclusions.

1.1.14.19 |were any modifications to preventive maintenance
procedures or schedules made as a result of this
outage and, if so, provide a summary of all such PM

yes
1.1.14.18 |were any outage reports, incident reports, Root Cause}
Evaluations or any other summaries, evaluations or
reports produced as a result of this outage and, if so,
procedures or schedules changed;.

Miramar 2 Unscheduled Outages
1.1.14.1 |date and time reported and est. duration or cause of
outage

1.1.14.2 (can the date and time reported above be
substantiated with contemporaneous records?

yes yes yes

1.1.14.3 [the apparent initiating event or proximate cause of the
outage, as first reported to management

1.1.14.4 |The date the apparent initiating event or proximate
cause was first reported to management

1.1.14.5 |can the date reported above be substantiated with yes yes yes
contemporaneous records?

1.1.14.6 |the date and hour this outage began, given as the
date and time there was any reduction in capacity
associated with this outage

1.1.14.7 |the date and hour when the ultimate reduction in
capacity of this unit, due to this outage, was reached

Date and hour ended(reduction in capacity)

Date and hour of full availabili

o

nitial estimate of duration

NN NS

B

can the estimated duration reported above be yes
substantiated with contemporaneous records?

1.1.14.12 |The date the initial estimate of outage duration was
first reported to management

1.1.14.13 |can the date reported above be substantiated with yes
contemporaneous records?

if the actual duration exceeded the earliest estimated
duration by more than 24 hours, the date and time the
actual duration was first reported to management

11.14.14

If the actual duration exceeded the earliest scheduled
duration by more than 24 hours, provide the reason(s)
for each extension of the estimated duration

1.1.14.15

1.1.14.16 |If, by the time the plant was returned to service, the
cause of the outage was determined to be different
from that originally reported to management, the date
and time the determined cause of the outage was first
reported to management

|

1.1.14.17 |can the date and time reported above be yes yes yes
substantiated with contemporaneous records?
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1.1.14.18 |were any outage reports, incident reports, Root Cause|
Evaluations or any other summaries, evaluations or
reports produced as a result of this outage and, if so,
provide a brief summary of any findings and
conclusions drawn. Attach a copy of any documents
addressing these evaluations and conclusions.

procedures or schedules made as a result of this
outage and, if so, provide a summary of all such PM

1.1.14.19 |were any modifications to preventive maintenance
procedures or schedules changed;.

Palomar Unscheduled Outages

1.1.14.1 |date and time reported and est. duration or cause of
outage

1.1.14.2 |can the date and time reported above be yes
substantiated with contemporaneous records?

1.1.14.3 |the apparent initiating event or proximate cause of the
outage, as first reported to management

1.1.14.4 |The date the apparent initiating event or proximate
cause was first reported to management

1.1.14.5 |can the date reported above be substantiated with
contemporaneous records?

1.1.14.6 |the date and hour this outage began, given as the
date and time there was any reduction in capacity
associated with this outage

1.1.14.7 (the date and hour when the ultimate reduction in
capacity of this unit, due to this outage, was reached

1.1.14.8 |Date and hour ended(reduction in capacity)

1.1.14.9 |Date and hour of full availabilit

1.1.14.10 |Initial estimate of duration

1.1.14.11 |can the estimated duration reported above be
substantiated with contemporaneous records?

1.1.14.12 (The date the initial estimate of outage duration was
first reported to management

1.1.14.13 |can the date reported above be substantiated with
contemporaneous records?

|yes

if the actual duration exceeded the earliest estimated
duration by more than 24 hours, the date and time the
1.1.14.14 |actual duration was first reported to management

If the actual duration exceeded the earliest scheduled
duration by more than 24 hours, provide the reason(s)
for each extension of the estimated duration

1.1.14.15

1.1.14.16 (If, by the time the plant was returned to service, the
cause of the outage was determined to be different
from that originally reported to management, the date
and time the determined cause of the outage was first
reported to management

1.1.14.17 (can the date and time reported above be
substantiated with contemporaneous records?

1.1.14.18 |were any outage reports, incident reports, Root Cause]
Evaluations or any other summaries, evaluations or
reports produced as a result of this outage and, if so,
provide a brief summary of any findings and
conclusions drawn. Attach a copy of any documents
addressing these evaluations and conclusions.

1.1.14.19 |were any modifications to preventive maintenance
procedures or schedules made as a result of this
outage and, if so, provide a summary of all such PM
procedures or schedules changed;.
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DRA DATA REQUEST
DRA- SDG&E- DR-05
SDG&E 2010 ERRA COMPLIANCE - A.11-06-003
SDG&E RESPONSE
DATE RECEIVED: NOVEMBER 9, 2011
DATE RESPONDED: DECEMBER 6, 2011

5.1.2.4. a worksheet showing the energy production, in MWHIrs, lost to capacity derating,
partial outages, or similar issues, during times when the plant was not off-line,
during the month, due to the lack of fuel, including water for power, or due to
maintenance or repair, for each month of the Record Period and for each month of
the preceding two calendar years;

SDG&E Response:

SDG&E objects to this request as overbroad, unduly burdensome, and seeking information that
is irrelevant and not likely to lead to the discovery of admissible evidence. Subject to and
without waiving its objections, SDG&E provides the following response which responds to the
question with 2009 and 2010 data.

Note that energy production quantities lost to capacity derates reflects generation shortfall
relative to hour-ahead or day-ahead energy that was already scheduled. Also please note that the
information provided is for incidents affecting 25 MW or more and lasting 24 hours or more.
Please see attachment 5.1.2.4.xls

The information below in attachment DR 5.1.2.4.xls is confidential/privileged pursuant to
applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec. 454.5(qg).

DR 5[1].1.2.4
Revised.xls
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Attachment C

SDG&E’s Responses to DRA’s Data Request Number 7

264035



DRA DATA REQUEST
DRA- SDG&E DR-07
SDG&E 2010 ERRA COMPLIANCE - A.11-06-003

SDG&E RESPONSE

DATE RECEIVED: NOVEMBER 22, 2011

DATE RESPONDED: DECEMBER 6, 2011

7.1  Utility-Retained Generation (Anthony Mazy — 415-703-3036
anthony.mazy@-cpuc.ca.gov)

7.1.1. Question 5.1.2.8. requested a worksheet showing the number of hours that the plant was
not available for service, regardless of whether it was actually in service during times it
was available, during the month, for each month of the Record Period and for each month
of the preceding two calendar years; to which SDG&E objected, as overbroad, unduly
burdensome, and seeking information that is irrelevant and not likely to lead to the
discovery of admissible evidence, and subject to and without waiving its objections,
requested clarification of how a plant would not be available for service while it was

available.
7.1.1.1. Please note that DRA did_not, in fact, make any reference to how a
plant “would not be available for service while it was available.”
7.1.1.2. DRA requested “a worksheet showing the number of hours that

the plant was not available for service, during the month, for
each month of the Record Period and for each month of the
preceding two calendar years;,” and still does. The phrase,
“regardless of whether it was actually in service during times it
was available,” was intended to clarify that DRA’s interest was in
times that the plant was not actually available for service, and not
merely “not in service,” a status that might well include “available,
but not operating,” or other possibilities. Please provide the
requested data now.

SDG&E Response 7.1:

SDG&E objects to this request as overbroad, unduly burdensome, and seeking information that
is irrelevant and not likely to lead to the discovery of admissible evidence. Subject to and
without waiving its objections, SDG&E provides the following response which responds to the
question with 2009 and 2010 data. Please see attachment 7.1.1.xIs.

Note that the information provided is for incidents affecting 25 MW or more and lasting 24 hours
or more.

The information below in attachment DR 7.1.1.xls remains confidential/privileged pursuant
to applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec.
454.5(g) and the corresponding declaration of Andrew Scates.

DR 7.1.1.xlIs
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