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PREPARED REBUTTAL TESTIMONY OF 1 

DANIEL S. BAERMAN 2 

ON BEHALF OF SDG&E 3 

I. INTRODUCTION 4 

On December 16, 2011, the Division of Ratepayer Advocates (“DRA”) submitted its 5 

report on San Diego Gas & Electric Company’s (“SDG&E’s”) 2010 Energy Resource Recovery 6 

Account (“ERRA”) compliance review Application (“A.”) 11-06-003.  The purpose of my 7 

rebuttal testimony is to address the conclusions and recommendations in Chapter 5, Utility 8 

Retained Generation (“URG”), of DRA’s Report.  Specifically, my rebuttal will:  9 

• provide a justification of SDG&E’s URG outages and internal controls during 10 

2010; and 11 

• refute DRA’s assertion that SDG&E declined to provide full and complete 12 

responses to DRA discovery regarding URG outages. 13 

According to its Report, DRA reviewed and verified SDG&E’s prudent management of 14 

its electric generating assets.  Specifically, DRA reviewed various plant outages, both scheduled 15 

and forced, “to ensure that ratepayers do not suffer any economic losses due to any unreasonable 16 

URG management errors or omissions.”1  “DRA also reviewed SDG&E’s internal audit program 17 

for its URG facilities.”2  Based on this review, DRA “found no evidence that SDG&E’s 18 

management of its URG was unreasonable.”3  DRA also reported that it had “no objection at this 19 

time to the SDG&E’s request for ERRA recovery for its URG fuel expenses.”4 20 

DRA’s conclusions are consistent with how SDG&E’s outage record compares to 21 

industry averages.  In particular, an informative indicator of how competently an electric 22 

generation site is being run is to compare its forced outage rate and availability to the industry 23 

average.  The forced outage rate shows the hours of unit failure as a percentage of the total hours 24 

of the availability of that unit.  Availability simply expresses, as a percentage, the amount of time 25 

a unit is available for any given period of time.  A lower forced outage rate is better and a higher 26 

                                                 
 
1 DRA Report at p. 5-1. 
2 DRA Report at p. 5-1. 
3 DRA Report at p. 5-1. 
4DRA Report at p. 5-1. 
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availability is better.  For example, in 2010, SDG&E’s Palomar Energy Center achieved a forced 1 

outage rate of 1.5% compared to an industry average of 5.04%.5  The Palomar Energy Center’s 2 

2010 availability was 94.1% compared to an industry average of 89.55%.6  The Miramar Energy 3 

Facility (“MEF”) peaker plant achieved an average availability of 94.7% and a combined forced 4 

outage factor of 3.1%.  The forced outage factor is a ratio of forced outage hours and period 5 

hours expressed as a percentage.  These performance metrics provide evidence of a well-run 6 

operation. 7 

Contrary to this record and its own conclusions, however, DRA goes on to generally 8 

claim later in its Report that “SDG&E Did Not Justify Its Outages”7 and “provided no 9 

explanation or justification for their occurrence.”8  These latter statements are inexplicable 10 

because in addition to being contrary to DRA’s own conclusions, in fact, SDG&E provided 11 

substantial information on outages in response to the following DRA data requests9:  12 

• DRA’s Master Data Request (“MDR”) questions 1.1.14.1 through 1.1.14.19, 13 

1.1.15, 1.1.17;  14 

• DR-05 – questions 5.1.1.1 through 5.1.1.9, 5.1.2.4, 5.1.2.5, 5.1.2.6, 5.1.2.7; and 15 

• DR-07 – questions 7.1.1 and 7.1.3. 16 

DRA ignored these data requests and responses when it stated that “(g)iven the paucity of 17 

information SDG&E provided for its URG outages, DRA does not make any explicit finding of 18 

reasonableness or unreasonableness of SDG&E’s URG outages during the Record Period.”10  19 

Moreover, as explained in more detail below, SDG&E’s URG management was reasonable and 20 

SDG&E maintains reasonable internal controls with respect to such management. 21 

                                                 
 
5 North American Electric Reliability Corporation (NERC), Generating Availability Report 2006-2010.  This report 
is available on NERC’s website: http://www.nerc.com/.  
6 North American Electric Reliability Corporation (NERC), Generating Availability Report 2006-2010.  This report 
is available on NERC’s website: http://www.nerc.com/. 
7 DRA Report at p. 5-4. 
8 DRA Report at p. 5-4. 
9 SDG&E’s responses to these data requests are included as Attachments A through C.  Please note that SDG&E 
submitted revised responses to DRA’s data request questions 5.1.2.4, 5.1.2.7 and MDR 1.1.14, regarding the August 
5, 2010 outage at Palomar in order to clarify and provide a more detailed description.  The attached responses reflect 
these revisions.  Also, please note that some of the responses are confidential/privileged pursuant to applicable 
provisions of D.06-06-066, G.O. 66-C and PUC Code Sections 583 and 454.5(g). 
10 DRA Report at p. 5-5. 
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II. SDG&E’S URG MANAGEMENT DURING THE RECORD PERIOD WAS 1 
REASONABLE 2 

DRA stated that “SDG&E acknowledged its URG outages in its Prepared Testimony, but 3 

provided no explanation or justification for their occurrence.”11  This statement is contrary the 4 

Direct Testimony of SDG&E witness Andrew Scates.  In particular, Mr. Scates provided a 5 

complete list of forced outages of 24 hours or longer, that included start dates and times, end 6 

dates and times, and the reason for each outage.12  Moreover, it has been SDG&E’s practice in 7 

these ERRA compliance proceedings to provide a listing of any significant outages (lasting 24 8 

hours or more) in its prepared direct testimony, knowing that DRA’s MDR includes detailed 9 

questions asking for specific outage information.  Thus, while SDG&E may agree that some 10 

outage details were not provided in its prepared direct testimony, substantial detail was provided 11 

in responses to the MDR and subsequent data requests, specifically DR-05 and DR-07.   12 

It should also be noted that scheduled outages at SDG&E’s URG sites are pre-approved 13 

by the California Independent System Operator (“CAISO”) and a unique Scheduling and 14 

Logging for the ISO of California (“SLIC”) number is attached to each outage by the CAISO.  15 

SLIC numbers were provided to DRA for each relevant outage.  Additionally, DRA received the 16 

purpose for each outage, dates, times of outage commencement and termination, as well as dates 17 

and times of each generating unit’s return to service.13 18 

Similar information was provided for unscheduled outages.  SDG&E’s response to MDR 19 

question 1.1.14 included the CAISO SLIC number for each outage, the purpose of the outage and 20 

duration, along with dates and times that the generating units were returned to service.  Also, 21 

DRA was provided with an outage cause evaluation report regarding an end-of-year outage at 22 

Palomar.  As explained in further detail below, since this outage extended well into the next 23 

record period, its evaluation will be completed during the next ERRA compliance proceeding. 24 

DRA went on to request much of the same information in DR-05.  Question 5.1 asked for 25 

outage dates, times, durations, etc. even though this information had been provided previously in 26 

responses to MDR questions 1.1.4, 1.1.12 and 1.1.14.  DR-05 question 5.1.2 then requests the 27 

same outage information previously provided in MDR question 1.1.4.  SDG&E’s response to 28 

                                                 
 
11 DRA Report at p. 5-4. 
12 SDG&E Application 11-06-003, Prepared Direct Testimony of Andrew Scates, Appendix 1, p. AS-1. 
13 DRA MDR, Q1.1.12. 
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DR-05 question 5.1.2.2 provided the same outage information requested and provided in 1 

response to MDR question 1.1.4.  SDG&E’s response to DR-05 question 5.1.2.3 provided 2 

information previously requested and provided in response to MDR question 1.1.5.  SDG&E’s 3 

responses to DR-05 questions 5.1.2.4, 5.1.2.5, 5.1.2.6 and 5.1.2.7 also provided details on 4 

outages and output capacity de-rates.   5 

Even though complete outage information was provided in responses to DR-05, DRA 6 

requested much of the same outage information in DR-07.  SDG&E’s response to question 7.1.3 7 

included additional documents regarding the end-of-year Palomar outage, including 8 

communications to the California Public Utilities Commission (“CPUC”) and California Energy 9 

Commission (“CEC”) related to that outage.   10 

In light of the information requested and provided, it is difficult to understand how DRA 11 

came to the conclusion that the “paucity of information SDG&E provided for its URG outages”14 12 

has stymied their ability to determine reasonableness in 2010. 13 

III. SDG&E MAINTAINS REASONABLE AND SUFFICIENT INTERNAL 14 
CONTROLS WITH RESPECT TO ITS URG MANAGEMENT 15 

DRA also generally asserts that SDG&E did not present any evidence of internal controls 16 

or “prudent management of its URGs and outages.”15  This statement ignores the fact that 17 

SDG&E is required to comply with the CPUC’s General Order (“GO”) 167 - Enforcement of 18 

Maintenance and Operation Standards for Electric Generating Facilities.  Section 11 of GO 167 19 

specifically outlines each generator owner’s obligation to cooperate with the CPUC audits, 20 

investigations and inspections.  Generally, this process includes the following steps: 21 

• When a forced/unplanned outage occurs, SDG&E sends the CPUC representative 22 

assigned to the plant, the Consumer Protection and Safety Division (“CPSD”) 23 

Utilities Engineer, a courtesy email informing him/her of the outage. 24 

• The courtesy email includes a basic description of the outage, how many people 25 

are assigned to fix the outage, and if plant personnel have enough information to 26 

anticipate the length of the outage. 27 

                                                 
 
14 DRA Report at  p. 5-5. 
15 DRA Report at  p. 5-4. 
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• Once the CPSD Utilities Engineer receives the email, a site visit is scheduled and 1 

a data request letter is sent to SDG&E management. 2 

• During the site visit, the CPSD Utilities Engineer makes inquiries as to the cause 3 

of the outage, outage duration, details of repairs required and extent of work to be 4 

done, equipment affected, evidence of repairs, and other questions pertaining to 5 

the recovery. 6 

• The data request letter typically requires SDG&E to provide control room 7 

operator logs, generation curve in megawatts (“MW”), a root cause investigation 8 

or summary of the corrective actions, and general photographs that illustrate the 9 

outage details. 10 

• After reviewing the response to the initial data request, the CPSD Utilities 11 

Engineer may issue additional data requests to obtain additional information for 12 

review. 13 

• The requests for data continue until the CPSD closes the inquiry.   14 

Additionally, in certain cases (e.g., catastrophic loss of equipment), SDG&E may conduct 15 

internal investigations.  Such an investigation report was provided to DRA in response to DRA-16 

07 question 7.1.3 and MDR question 1.1.14.  The report was produced following the failure of a 17 

generator step-up transformer at the Palomar Energy Center.  Although the failure of this 18 

transformer occurred in the last days of 2010, the ensuing outage extended into the spring of 19 

2011, which is beyond the record period of this proceeding.  Accordingly, SDG&E proposed that 20 

review of this particular outage be postponed until the next ERRA compliance review for the 21 

2011 record year, after the investigation is complete, including the investigation being conducted 22 

by CPSD.  DRA agreed and recommends that they “conduct this evaluation when SDG&E 23 

makes its 2012 ERRA compliance filing.”16 24 

In addition to what may be provided to the CPSD Utilities Engineer, each outage may 25 

provoke the creation of related documentation including, but not limited to, equipment affected, 26 

parts replaced, work required to accomplish outage related tasks, costs of repairs, actions that 27 

may be taken to mitigate a repeat of the failure, change to operating procedures required to 28 

address component or plant issues, changes to maintenance practices to improve reliability, 29 

                                                 
 
16 DRA Report at p. 5-6. 
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communications with an original equipment manufacturer and implementation of upgrades to 1 

improve reliability.  Evidence of the above can be found in parts ordering documents, SAP work 2 

orders, vendor invoices, root cause investigation reports, management of change documents, and 3 

communications with vendors.  4 

Finally, Sempra Energy’s Internal Audit department also conducts audits of SDG&E’s 5 

generating facilities.  Consistent with auditing standards, the frequency and nature of such audits 6 

is determined based on an annual risk assessment which determines the areas of the company, 7 

including utility operations, to be audited.  This risk-based analysis may change from year to 8 

year and in some years may include audits of URG operations. 9 

IV. SDG&E HAS PROVIDED FULL AND COMPLETE RESPONSES TO DRA 10 
DISCOVERY 11 

DRA reported that “SDG&E declined to provide full and complete responses to DRA 12 

discovery.”17 DRA then goes on to discuss their alleged frustrating efforts to convince SDG&E 13 

to provide documentation related to the Palomar transformer fire outage, which, as noted above, 14 

began in the last days of 2010 and lasted to the spring of 2011.  DRA’s argument is misleading 15 

because despite the fact that SDG&E believed that review of the Palomar transformer fire should 16 

be postponed until the next ERRA compliance review for 2011, SDG&E did provide documents 17 

related to this outage, including the internal report it had provided to CPSD and the CEC (refer to 18 

SDG&E’s responses to MDR question 1.1.14 and DR-07 question 7.1.3 in Attachment A and C, 19 

respectively).  In any event, DRA’s complaints with respect to the Palomar transformer fire 20 

outage are moot in light of their agreement to postpone review of this outage. 21 

With respect to discovery pertaining to other outages, SDG&E did object to certain 22 

overbroad and burdensome requests that were not likely to lead to the discovery of admissible 23 

evidence.  Despite SDG&E’s objections to these types of defective data requests, it should be 24 

noted that SDG&E did in fact provide responses, subject to the objections.  Examples of these 25 

instances are DR-05 questions 5.1.1, 5.1.2.1, 5.1.2.2, 5.1.2.3, 5.1.2.4, 5.1.2.5, 5.1.2.6, 5.1.2.7 and 26 

DR-07 questions 7.1.1, 7.1.2 and 7.1.3.18  In light of SDG&E’s responses, DRA’s discovery 27 

complaints are without merit. 28 

                                                 
 
17 DRA Report at p. 5-4. 
18 SDG&E provided no response to DR-05 question 5.1.2.13 because it requested labor costs clearly outside the 
scope of the ERRA proceeding. 
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V. CONCLUSION 1 

Although DRA did not seek any specific disallowance or finding regarding URG and has 2 

agreed to postpone its review of the end-of-year outage at Palomar, SDG&E nevertheless 3 

believed it needed to rebut DRA’s general statements challenging SDG&E’s justification of 4 

outages, evidence of internal controls and responses to data requests.  In light of the foregoing 5 

facts, and those contained in the Direct Testimony of Andrew Scates and the attached data 6 

request responses, DRA’s general statements should be disregarded as inconsistent with the 7 

record in this proceeding. 8 

This concludes my prepared rebuttal testimony. 9 
10 
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 1 

VI. QUALIFICATIONS 2 

My name is Daniel S. Baerman.  My business address is 2300 Harveson Place, 3 

Escondido, CA 92029.  I am employed by San Diego Gas & Electric Company (“SDG&E”) as 4 

Director, Electric Generation. 5 

My responsibilities include setting policy and standards for the management of SDG&E’s 6 

electric generation assets.  In this capacity I am responsible for managing, directing, planning 7 

and coordinating the site operation and maintenance of the Palomar Energy Center and Miramar 8 

Energy Facility. 9 

I hold a Bachelor of Science degree in Marine Engineering from the United States 10 

Merchant Marine Academy at Kings Point, New York. 11 

I have been in my current position since 2005 and have worked in the electric generation 12 

field for over 25 years.  13 
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Attachment A 
SDG&E’s Responses to DRA’s Master Data Request
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The following is confidential/privileged pursuant to applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec. 45

1.1.12 Miramar 1 Schedule Outages
1.1.12.1 The purpose for which it was scheduled  

 
 

1.1.12.2, 
1.1.12.4,1.
1.12.6

date first scheduled, time and duration

1.1.12.3 Can the date reported above be substantiated with 
contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.5 Can the date and time reported above be 
substantiated with contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.7
Can the duration reported above be substantiated with
contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.8 Begin Date and time

1.1.12.9
the date and hour when the ultimate reduction in 
capacity of this unit, due to this outage, was reached

1.1.12.10 Ending Date and Hour

1.1.12.11

The date and hour that the unit was fully back on line
as needed, without any reduction in capacity due to 
this outage,

1.1.12.12

If the actual date and time the outage began was 
different from the first scheduled beginning date and 
time by more than 24 hours, provide date and the 
reason(s) for each and every time the outage was 
rescheduled by more than 24 hours.

 
 

1.1.12.13

If the actual duration exceeded the earliest scheduled 
duration by more than 24 hours, provide an 
explanation for each extension of the outage duration

 

1.1.12.14

Were any outage reports, incident reports, Root 
Cause Evaluations, or any other summaries, 
evaluations, or reports produced as a result of this 
outage and, if so, provide a brief summary of any 
findings and conclusions drawn.  Attach a copy of any 
documents addressing these evaluations and 
conclusions.

N/A

1.1.12.15

Were any modifications to preventive maintenance 
procedures or schedules made as a result of this 
outage or similar outages and, if so, provide a 
summary of all such PM procedures or schedules 
changed

N/A

Miramar 2 Schedule Outages
1.1.12.1 The purpose for which it was scheduled   

.
1.1.12.2, 
1.1.12.4,1.
1.12.6

date first scheduled, time and duration

1.1.12.3 Can the date reported above be substantiated with 
contemporaneous records?

Yes, please see 1.1.12.1 Yes, please see 1.1.12.1

1.1.12.5 Can the date and time reported above be 
substantiated with contemporaneous records?

Yes, please see 1.1.12.1 Yes, please see 1.1.12.1

1.1.12.7
Can the duration reported above be substantiated with
contemporaneous records?

Yes, please see 1.1.12.1 Yes, please see 1.1.12.1

1.1.12.8 Begin Date and time

1.1.12.9
the date and hour when the ultimate reduction in 
capacity of this unit, due to this outage, was reached

1.1.12.10 Ending Date and Hour

1.1.12.11

The date and hour that the unit was fully back on line
as needed, without any reduction in capacity due to 
this outage,

1.1.12.12

If the actual date and time the outage began was 
different from the first scheduled beginning date and 
time by more than 24 hours, provide date and the 
reason(s) for each and every time the outage was 
rescheduled by more than 24 hours.

    

1.1.12.13

If the actual duration exceeded the earliest scheduled 
duration by more than 24 hours, provide an 
explanation for each extension of the outage duration
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1.1.12.14

Were any outage reports, incident reports, Root 
Cause Evaluations, or any other summaries, 
evaluations, or reports produced as a result of this 
outage and, if so, provide a brief summary of any 
findings and conclusions drawn.  Attach a copy of any 
documents addressing these evaluations and 
conclusions.

    

1.1.12.15

Were any modifications to preventive maintenance 
procedures or schedules made as a result of this 
outage or similar outages and, if so, provide a 
summary of all such PM procedures or schedules 
changed

      

Palomar Scheduled Outages
1.1.12.1 The purpose for which it was scheduled  

1.1.12.2, 
1.1.12.4,1.
1.12.6

date first scheduled, time and duration

1.1.12.3 Can the date reported above be substantiated with 
contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.5 Can the date and time reported above be 
substantiated with contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.7
Can the duration reported above be substantiated with
contemporaneous records?

Yes, please see 1.1.12.1

1.1.12.8 Begin Date and time

1.1.12.9
the date and hour when the ultimate reduction in 
capacity of this unit, due to this outage, was reached

1.1.12.10 Ending Date and Hour

1.1.12.11

The date and hour that the unit was fully back on line
as needed, without any reduction in capacity due to 
this outage,

1.1.12.12

If the actual date and time the outage began was 
different from the first scheduled beginning date and 
time by more than 24 hours, provide date and the 
reason(s) for each and every time the outage was 
rescheduled by more than 24 hours.

  

1.1.12.13

If the actual duration exceeded the earliest scheduled 
duration by more than 24 hours, provide an 
explanation for each extension of the outage duration

  

1.1.12.14

Were any outage reports, incident reports, Root 
Cause Evaluations, or any other summaries, 
evaluations, or reports produced as a result of this 
outage and, if so, provide a brief summary of any 
findings and conclusions drawn.  Attach a copy of any 
documents addressing these evaluations and 
conclusions.

  

1.1.12.15

Were any modifications to preventive maintenance 
procedures or schedules made as a result of this 
outage or similar outages and, if so, provide a 
summary of all such PM procedures or schedules 
changed
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The following is confidential/privileged pursuant to applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec. 454.5 (g) .

1.1.14 Questions Miramar 1 Unscheduled Outages
1.1.14.1 date and time reported and est. duration or cause of 

outage
1.1.14.2 can the date and time reported above be 

substantiated with contemporaneous records?
yes yes yes

1.1.14.3 the apparent initiating event or proximate cause of the 
outage, as first reported to management

1.1.14.4 The date the apparent initiating event or proximate 
cause was first reported to management

1.1.14.5 can the date reported above be substantiated with 
contemporaneous records?

yes yes yes

1.1.14.6 the date and hour this outage began, given as the 
date and time there was any reduction in capacity 
associated with this outage

1.1.14.7 the date and hour when the ultimate reduction in 
capacity of this unit, due to this outage, was reached

1.1.14.8 Date and hour ended(reduction in capacity)
1.1.14.9 Date and hour of full availability
1.1.14.10 Initial estimate of duration
1.1.14.11 can the estimated duration reported above be 

substantiated with contemporaneous records?
yes yes yes

1.1.14.12 The date the initial estimate of outage duration was 
first reported to management

1.1.14.13 can the date reported above be substantiated with 
contemporaneous records?

yes yes yes

1.1.14.14

if the actual duration exceeded the earliest estimated 
duration by more than 24 hours, the date and time the 
actual duration was first reported to management

1.1.14.15

If the actual duration exceeded the earliest scheduled 
duration by more than 24 hours, provide the reason(s) 
for each extension of the estimated duration

1.1.14.16 If, by the time the plant was returned to service, the 
cause of the outage was determined to be different 
from that originally reported to management, the date 
and time the determined cause of the outage was first 
reported to management

1.1.14.17 can the date and time reported above be 
substantiated with contemporaneous records?

yes yes yes

1.1.14.18 were any outage reports, incident reports, Root Cause 
Evaluations or any other summaries, evaluations or 
reports produced as a result of this outage and, if so, 
provide a brief summary of any findings and 
conclusions drawn.  Attach a copy of any documents 
addressing these evaluations and conclusions.

1.1.14.19 were any modifications to preventive maintenance 
procedures or schedules made as a result of this 
outage and, if so, provide a summary of all such PM 
procedures or schedules changed;.

Miramar 2 Unscheduled Outages
1.1.14.1 date and time reported and est. duration or cause of 

outage
1.1.14.2 can the date and time reported above be 

substantiated with contemporaneous records?
yes yes yes

1.1.14.3 the apparent initiating event or proximate cause of the 
outage, as first reported to management p

1.1.14.4 The date the apparent initiating event or proximate 
cause was first reported to management

1.1.14.5 can the date reported above be substantiated with 
contemporaneous records?

yes yes yes

1.1.14.6 the date and hour this outage began, given as the 
date and time there was any reduction in capacity 
associated with this outage

1.1.14.7 the date and hour when the ultimate reduction in 
capacity of this unit, due to this outage, was reached

1.1.14.8 Date and hour ended(reduction in capacity)
1.1.14.9 Date and hour of full availability
1.1.14.10 Initial estimate of duration
1.1.14.11 can the estimated duration reported above be 

substantiated with contemporaneous records?
yes yes yes

1.1.14.12 The date the initial estimate of outage duration was 
first reported to management

1.1.14.13 can the date reported above be substantiated with 
contemporaneous records?

yes yes yes

1.1.14.14

if the actual duration exceeded the earliest estimated 
duration by more than 24 hours, the date and time the 
actual duration was first reported to management

 

1.1.14.15

If the actual duration exceeded the earliest scheduled 
duration by more than 24 hours, provide the reason(s) 
for each extension of the estimated duration

1.1.14.16 If, by the time the plant was returned to service, the 
cause of the outage was determined to be different 
from that originally reported to management, the date 
and time the determined cause of the outage was first 
reported to management

1.1.14.17 can the date and time reported above be 
substantiated with contemporaneous records?

yes yes yes
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1.1.14.18 were any outage reports, incident reports, Root Cause 
Evaluations or any other summaries, evaluations or 
reports produced as a result of this outage and, if so, 
provide a brief summary of any findings and 
conclusions drawn.  Attach a copy of any documents 
addressing these evaluations and conclusions.

1.1.14.19 were any modifications to preventive maintenance 
procedures or schedules made as a result of this 
outage and, if so, provide a summary of all such PM 
procedures or schedules changed;.

  

Palomar Unscheduled Outages
1.1.14.1 date and time reported and est. duration or cause of 

outage

1.1.14.2 can the date and time reported above be 
substantiated with contemporaneous records?

yes yes

1.1.14.3 the apparent initiating event or proximate cause of the 
outage, as first reported to management

1.1.14.4 The date the apparent initiating event or proximate 
cause was first reported to management

1.1.14.5 can the date reported above be substantiated with 
contemporaneous records?

yes yes

1.1.14.6 the date and hour this outage began, given as the 
date and time there was any reduction in capacity 
associated with this outage

1.1.14.7 the date and hour when the ultimate reduction in 
capacity of this unit, due to this outage, was reached

 

1.1.14.8 Date and hour ended(reduction in capacity)
1.1.14.9 Date and hour of full availability
1.1.14.10 Initial estimate of duration
1.1.14.11 can the estimated duration reported above be 

substantiated with contemporaneous records?
yes yes

1.1.14.12 The date the initial estimate of outage duration was 
first reported to management

1.1.14.13 can the date reported above be substantiated with 
contemporaneous records?

yes yes

1.1.14.14

if the actual duration exceeded the earliest estimated 
duration by more than 24 hours, the date and time the 
actual duration was first reported to management

 

1.1.14.15

If the actual duration exceeded the earliest scheduled 
duration by more than 24 hours, provide the reason(s) 
for each extension of the estimated duration

 

1.1.14.16 If, by the time the plant was returned to service, the 
cause of the outage was determined to be different 
from that originally reported to management, the date 
and time the determined cause of the outage was first 
reported to management

 

 
1.1.14.17 can the date and time reported above be 

substantiated with contemporaneous records?
yes yes

1.1.14.18 were any outage reports, incident reports, Root Cause 
Evaluations or any other summaries, evaluations or 
reports produced as a result of this outage and, if so, 
provide a brief summary of any findings and 
conclusions drawn.  Attach a copy of any documents 
addressing these evaluations and conclusions.

1.1.14.19 were any modifications to preventive maintenance 
procedures or schedules made as a result of this 
outage and, if so, provide a summary of all such PM 
procedures or schedules changed;.
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DRA DATA REQUEST 
DRA- SDG&E- DR-05 

SDG&E 2010 ERRA COMPLIANCE – A.11-06-003 
SDG&E RESPONSE 

DATE RECEIVED:  NOVEMBER 9, 2011 
DATE RESPONDED:  DECEMBER 6, 2011 

5.1.2.4. a worksheet showing the energy production, in MWHrs, lost to capacity derating, 
partial outages, or similar issues, during times when the plant was not off-line, 
during the month, due to the lack of fuel, including water for power, or due to 
maintenance or repair, for each month of the Record Period and for each month of 
the preceding two calendar years; 

SDG&E Response: 

SDG&E objects to this request as overbroad, unduly burdensome, and seeking information that 
is irrelevant and not likely to lead to the discovery of admissible evidence.  Subject to and 
without waiving its objections, SDG&E provides the following response which responds to the 
question with 2009 and 2010 data.   

Note that energy production quantities lost to capacity derates reflects generation shortfall 
relative to hour-ahead or day-ahead energy that was already scheduled.  Also please note that the 
information provided is for incidents affecting 25 MW or more and lasting 24 hours or more. 

Please see attachment 5.1.2.4.xls 

The information below in attachment DR 5.1.2.4.xls is confidential/privileged pursuant to 
applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec. 454.5(g). 

DR 5[1].1.2.4 
Revised.xls
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Attachment C 
SDG&E’s Responses to DRA’s Data Request Number 7 

 



DRA DATA REQUEST 
DRA- SDG&E DR-07 

SDG&E 2010 ERRA COMPLIANCE – A.11-06-003 
SDG&E RESPONSE 

DATE RECEIVED:  NOVEMBER 22, 2011 
DATE RESPONDED:  DECEMBER 6, 2011 

7.1 Utility-Retained Generation (Anthony Mazy – 415-703-3036  
anthony.mazy@cpuc.ca.gov)

7.1.1. Question 5.1.2.8. requested a worksheet showing the number of hours that the plant was 
not available for service, regardless of whether it was actually in service during times it 
was available, during the month, for each month of the Record Period and for each month 
of the preceding two calendar years; to which SDG&E objected, as overbroad, unduly 
burdensome, and seeking information that is irrelevant and not likely to lead to the 
discovery of admissible evidence, and subject to and without waiving its objections, 
requested clarification of how a plant would not be available for service while it was 
available.

7.1.1.1. Please note that DRA did not, in fact, make any reference to how a 
plant “would not be available for service while it was available.”   

7.1.1.2. DRA requested “a worksheet showing the number of hours that 
the plant was not available for service, during the month, for 
each month of the Record Period and for each month of the 
preceding two calendar years;,” and still does.  The phrase, 
“regardless of whether it was actually in service during times it 
was available,” was intended to clarify that DRA’s interest was in 
times that the plant was not actually available for service, and not 
merely “not in service,” a status that might well include “available, 
but not operating,” or other possibilities.  Please provide the 
requested data now. 

SDG&E Response 7.1: 

SDG&E objects to this request as overbroad, unduly burdensome, and seeking information that 
is irrelevant and not likely to lead to the discovery of admissible evidence.  Subject to and 
without waiving its objections, SDG&E provides the following response which responds to the 
question with 2009 and 2010 data.  Please see attachment 7.1.1.xls.   

Note that the information provided is for incidents affecting 25 MW or more and lasting 24 hours 
or more. 

The information below in attachment DR 7.1.1.xls remains confidential/privileged pursuant 
to applicable provisions of D.06-06-066, G.O. 66-C and PUC Code Sec. 583 and Sec. 
454.5(g) and the corresponding declaration of Andrew Scates. 

DR 7.1.1.xls
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